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Summary. In the recent years, a high number of fuzzy rule learning algorithms 
have been developed with the aim of building the Knowledge Base of Linguistic 
Fuzzy Rule Based Systems. In this context, it emerges the necessity of managing a 
flexible structure of the Knowledge Base with the aim of modeling the problems 
with a higher precision. In this work, we present a short overview on the Hierar-
chical Fuzzy Rule Based Systems, which consists in a hierarchical extension of 
the Knowledge Base, preserving its structure and descriptive power and reinforc-
ing the modeling of those problem subspaces with more difficulties by means of a 
hierarchical treatment (higher granularity) of the rules generated in these areas. 
Finally, this methodology includes a summarisation step by means of a genetic 
rule selection process in order to obtain a compact and accurate model. We will 
show the goodness of this methodology by means of a case of study in the frame-
work of imbalanced data-sets in which we compare this learning scheme with 
some basic Fuzzy Rule Based Classification Systems and with the well-known 
C4.5 decision tree, using the proper statistical analysis as suggested in the special-
ised literature. Finally, we will develop a discussion on the usefulness of this 
methodology, analysing its advantages and proposing some new trends for future 
work on the topic in order to extract the highest potential of this technique for 
Fuzzy Rule Based Systems.  
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1   Introduction 

Linguistic Fuzzy Rule Based Systems (FRBSs) (Yager and Filev, 1994) have 
demonstrated their ability for control problems (Palm et al, 1997), modeling  
(Pedrycz, 1996), classification or data mining (Kuncheva, 2000; Ishibuchi et al, 
2004) in a huge number of applications. They provide an accurate model which is 
also easily interpretable by the end-user or expert by means of the use of linguistic 
labels. The main handicap in the application of linguistic systems is the hard re-
strictions on the fuzzy rule structure (Bastian, 1994), which may suppose a loss in 
accuracy when dealing with some complex systems, i.e. high dimensional prob-
lems, in the presence of noise or when the classes are overlapped (in classification 
tasks). 

It is possible to make some considerations to face this drawback. Many differ-
ent possibilities to improve the linguistic fuzzy modeling have been considered in 
the specialised literature. All of these approaches share the common idea of im-
proving the way in which the linguistic fuzzy model performs the interpolative 
reasoning by inducing a better cooperation among the rules in the Knowledge 
Base (KB). This rule cooperation may be induced acting on three different model 
components:  

• Approaches acting on the Data Base (DB). For example a priori granularity 
learning (Cordón et al, 2001b) or membership function tuning (Alcalá et al, 
2007). 

• Approaches acting on the Rule Base (RB). The most common approach is rule 
selection (Ishibuchi et al, 1995; Gacto et al, 2009) but also multiple rule con-
sequent learning (Cordón and Herrera, 2000) could be considered. 

• Approaches acting on the whole KB. This includes the KB derivation (Magda-
lena and Monasterio-Huelin, 1997) and a hierarchical linguistic rule learning 
(Ishibuchi et al, 1993; Cordón et al, 2002). 

In this work we will focus on this last issue, studying the use of a hierarchical en-
vironment in order to improve the behaviour of linguistic FRBSs. This approach 
has been first proposed by Herrera and Martínez (Herrera and Martínez, 2001) in 
the field of Decision Making and later by Cordón et al. (Cordón et al, 2002) in the 
scenario of regression problems. The hierarchical model preserves the original de-
scriptive power of FRBS and increases its accuracy by reinforcing those problem 
subspaces that are especially difficult by means of a hierarchical treatment of the 
rules generated in these areas producing a more general and well defined structure, 
the Hierarchical Knowledge Base (HKB). 

Our aim is to provide a wide overview on the hierarchical methodology for lin-
guistic fuzzy systems, describing the different approaches that have been devel-
oped on the topic including the basic hierarchical systems of linguistic rules learn-
ing methodology (HSLR-LM) (Cordón et al, 2002), the hybridization of weighted 
rule learning with the hierarchical approach (Alcalá et al, 2003) and the iterative 
scheme through different granularity levels of the HSLR-LM (Cordón et al, 2003). 
In order to show their usefulness, we will present a case of study on classification 
with imbalanced data-sets (He and Garcia, 2009; Sun et al, 2009), in which we 
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have made use of the adaption of Hierarchical Fuzzy Rule Based Systems 
(HFRBSs) to this scenario (Fernández et al, 2009). 

According to all these points, this work is organised as follows. First, Section 2 
introduces the concept of hierarchal fuzzy partitions and the definition of the 
HKB. Next, Section 3 describes the learning methodology for HFRBSs and some 
extensions that have been developed this approach. In Section 4 we present the 
framework of imbalanced data-sets and the specific hierarchical fuzzy methodol-
ogy that was designed for this scenario. Then, we provide a case of study for im-
balanced data-sets in Section 5, showing some experimental results on this new 
topic. Finally, in Section 6 we will point out some concluding remarks about the 
study carried out and we will discuss some new challenges on the topic that can 
support further work from the basis previously presented.  

2   Hierarchical Linguistic Fuzzy Partitions 

As we have stated in the introduction of this work, the KB structure usually  
employed in the field of linguistic modeling has the drawback of its lack of accu-
racy when working with very complex systems. This fact is due to some problems 
related to the linguistic rule structure considered, which are a consequence of the 
inflexibility of the concept of linguistic variable (Zadeh, 1975). A summary of 
these problems may be found in (Bastian, 1994; Carse et al, 1996), and it is briefly 
enumerated as follows. 

• There is a lack of flexibility in the FRBSs because of the rigid partitioning of 
the input and output spaces. 

• When the system input variables are dependent themselves, it is very hard to 
fuzzy partition the input spaces. 

• The homogenous partitioning of the input and output spaces when the input-
output mapping varies in complexity within the space is inefficient and does 
not scale to high-dimensional spaces. 

• The size of the RB directly depends on the number of variables and linguistic 
terms in the system. Obtaining an accurate FRBS requires a significant granu-
larity amount, i.e., it needs of the creation of new linguistic terms. This granu-
larity increase causes the number of rules to rise significantly, which may take 
the system to lose the capability of being interpretable for human beings. 

At least two things could be done to solve many of these problems and to improve 
the model accuracy. On the one hand, we can use approximative fuzzy modeling, 
with the consequence of losing the model interpretability. On the other hand, we 
can refine a linguistic model trying not to change too much the meaning of the 
linguistic variables neither the descriptive power of the final FRBS generated. 

Related to the previous issue, a crucial task for dealing with linguistic information 
is to determine the granularity of uncertainty, i.e., the cardinality of the fuzzy linguis-
tic term set used to assess the linguistic variables. Depending on the uncertainty  
degree held by a source of information qualifying a phenomenon, the linguistic term 
set will have more or less terms (Bonissone and Decker, 1985; Herrera et al, 2000). 
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In order to overcome this drawback, Herrera and Martínez proposed in (Herrera 
and Martínez, 2001) the use of a set of multigranular linguistic contexts that they 
denoted as linguistic hierarchies term sets. A linguistic hierarchy is a set of levels, 
where each level is a linguistic term set with different granularity to the rest of le-
vels of the hierarchy. The purpose of this extension is the flexibilisation of the KB 
to become an HKB. This is possible by the development of a new KB structure, 
where the linguistic variables of the linguistic rules could take values from fuzzy 
partitions with different granularity levels. An HKB is said to be composed of a 
set of layers (“levels” in the notation of Herrera and Martínez), and each layer is 
defined by its components in the following way: 

)),(,())(,())(,( tntRBtntDBtntlayer +=                            (1) 

with )(tn  being the number of linguistic terms in the fuzzy partitions of layer t , 
))(,( tntDB  being the DB which contains the linguistic partitions with granular-

ity level )(tn  of layer t  (t-linguistic partitions), and ))(,( tntRB  being the RB 
formed by those linguistic rules whose linguistic variables take values in 

))(,( tntDB  (t-linguistic rules). For the sake of simplicity in the descriptions, the 
following notation equivalences are established: 

tDBtntDB ≡))(,(  and tRBtntRB ≡))(,(                               (2) 

At this point, we should note that, At this point, we should note that, in this work, 
we are considering linguistic partitions with the same number of linguistic terms 
for all input variables, composed of symmetrical triangular-shaped and uniformly 
distributed membership functions (see Fig. 1). This type of membership functions 
is the most suitable for this environment easing the mapping between the different 
layers of the HKB. Furthermore, this environment can be extended to interval-
valued fuzzy sets adding a degree of uncertainty in the definition of the support of 
each fuzzy term (Sanz et al, 2010). 

Specifically, the number of linguistic terms in the t-linguistic partitions is  
defined in the following way: 

12)1)1(()( 1 +⋅−= −tntn ,                                                (3) 

with )1(n  being the granularity of the initial fuzzy partitions, linguistic hierarchy 

basic rules. This structure must satisfy the following rules: 

1. To preserve all former modal points of the membership functions of each  
linguistic term from one level to the following one. 

2. To make smooth transitions between successive levels. The aim is to build a 
new linguistic term set, new linguistic term will be added between each pair 
of terms belonging to the term set of the previous level. To carry out this  
insertion, we shall reduce the support of the linguistic labels in order to keep 
place for the new one located in the middle of them. 
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Fig.1 (left) graphically depicts the way in which a linguistic partition in 1DB   

becomes a linguistic partition in 2DB . Each term of order k  from tDB , )(tn
kS  

( )1(n
kS  in the figure), is mapped into the fuzzy set 1)(2

12
−⋅

−⋅
tn

kS , preserving the former 

modal points, and a set of 1)( −tn  new terms is created, each one between )(tn
kS  

and )(
1
tn

kS +  ( )1)(,,1 −= tnk …  (see Figure 1 right). 

− → −⋅
−

−⋅
−

→ −⋅
−

−⋅

+ → −⋅
+

 
Fig. 1 Two layers of linguistic partitions which compose the HDB and mapping between 
terms from successive DBs. 

The main purpose of developing a Hierarchical Rule Base (HRB) is to divide 
the problem space in a more accurate way. To do so, those linguistic rules from 

))(,( tntRB  – tRB  – that classify a subspace with bad performance are  

expanded into a set of more specific linguistic rules, which become their image in 

)1)(2,1( −⋅+ tntRB  – 1+tRB  –. This set of rules classify the same subspace 

that the former one and replaces it. As a consequence of the previous definitions, 
we could now define the HKB as the union of every layer t : 

∪t
tntlayerHKB ))(,(=

                                                
(4) 
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3   Hierarchical Fuzzy Rule Based Systems 

In the previous section we have introduced the concept of hierarchical fuzzy parti-
tions. As explained, this approach presents a more flexible KB structure that  
allows improving the accuracy of the FRBCSs without losing their interpretability: 
the HKB, which is composed of a Hierarchical Data Base (HDB) and an HRB. 

In this section, we will first introduce the basic two-level HSLR-LM to gener-
ate an HFRBS (Cordón et al, 2002). Next, we describe the hybridization of 
weighted rule learning with the hierarchical approach which was developed with 
the aim of improving the system accuracy (Alcalá et al, 2003). Finally, an exten-
sion of the two-level learning method is presented as an iterative scheme through 
different granularity levels (Cordón et al, 2003). We must point out that in all 
these three cases, the scenario in which these approaches have been proposed is 
devoted to regression problems. 

3.1   A Two-Level HSLR Learning Methodology 

The first methodology to build an HFRBS was proposed by Cordón et al. (Cordón et 
al, 2001a) as a strategy to improve simple linguistic models preserving their structure 
and descriptive power, reinforcing only the modeling of those problem subspaces 
with more difficulties. For the sake of maintaining the interpretability of the final 
model, this basic HSLR was only based on two hierarchical levels, i.e., two layers. 

In the following, the structure of the learning methodology and its most impor-
tant components are described in detail. Specifically, the algorithm to obtain an 
HFRBS is based on two processes: 

1. HKB Generation Process: An HRB is created from a simple RB obtained by 
an LRG-method. 

2. HRB Genetic Selection Process: The best cooperative rules are selected by 
means of a Genetic Algorithm (GA). 

To do so, it is needed to use an existing inductive LRG-method based on the  

existence of a set of input-output training data },,,,{ 1 mp xxxX ……=  with 

),,,( 1 ppnpp yxxx …= , mp ,,2,1 …=  where pix  is the i th attribute value 

( ni ,,2,1 …= ) of the p -th training pattern py  is the output value, and a previ-

ously defined 1DB . Usually, the LRG-method selected is aimed to obtain simple 
linguistic fuzzy models, such as the Wang and Mendel's algorithm (Wang and 
Mendel, 1992), or the Thrift's algorithm (Thrift, 1991). Two measures of error are 
used in the algorithm: 

1. Global measure (used to evaluate the complete RB): The Mean Square Error 
(MSE) for a whole RB, calculated over X , is defined as: 

X

xsy

RBXMSE
Xx

pp

p

⋅

−
=
∑

∈

2

))((

),(

2
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with )( pxs  being the output value obtained from the HLSR using the current RB 

when the input variable values are ),,,( 1 ppnpp yxxx …= , and py  is the known 

desired value. 
2. Local measure (used to determine if an individual rule is expanded): The 

MSE for a simple rule1, )1(n
iR , calculated over iX , is showed as follows: 

i

Xx
pip

n
ii X

xsy

RBXMSE ip

⋅

−
=
∑

∈

2

))((

),(

2

)1(  

with iX  being a set of the examples matching the i -th rule antecedents to degree 

]1,0(∈τ  and )( pi xs  being the output value from this rule. 

Table 1 Two-level learning method 

HIERARCHICAL KNOWLEDGE BASE 

Step 0. ))1(,1( nRB  Generation Process 

Step 1. )1)1(2,2( −⋅ nRB  Generation Process 

Step 2. Summarization Process 

HIERARCHICAL RULE BASE GENETIC SELECTION PROCESS 

Step 3. HRB Genetic Selection Process 

 
Now we will describe the HKB generation process (summarised in Table 1), 
which basically consists of the following steps: 

Step 0. 1RB  Generation. Generate the rules from 1RB  by means of an existing 

LRG-method: ),( 11 XDBmethodLRGRB −= . 

Step 1. 2RB  Generation. Generate 2RB  from 1RB , 1DB  and 2DB . 

a) Calculate the error of 1RB : ),( 1RBXMSE . 

b) Calculate the error of each 1-linguistic rule: ),( )1(n
ii RBXMSE . 

c) Select the 1-linguistic rules with bad performance which will be ex-
panded (the expansion factor α  may be adapted in order to have more 
or less expanded rules): 

If  
),(),( 1)1( RBXMSERXMSE n

ii ⋅≥ α
 Then 1)1(

bad
n
i RBR ∈  

Else 1)1(
good

n
i RBR ∈ . 

                                                           
1 Notice that other local error measures, such as the one showed in (Yen et al, 1998) could 

also be considered. 
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d) Create 2DB . 
e) For each bad performance 1-linguistic rule to be expanded, 

1)1(
bad

n
j RBR ∈

: 

i. Select the 2-linguistic partitions terms from 2DB  for each rule. 

For all linguistic terms considered in )1(n
jR , i.e., )1(n

jkS  defined 

in 1DB , select those terms 1)1(2 −⋅n
hS  in 2DB  that significantly 

intersect them. We consider that two linguistic terms have a 
“significant intersection” between each other, if the maximum 
cross level between their fuzzy sets in a linguistic partition over-
comes a predefined threshold δ : 

})}(),(min{max/{)( 1)1(2)1(
21)1(2)1( δμμ ≥∈= −⋅∈

−⋅ uuDBSSI n
h

n
jkk SSUu

n
h

n
jk

            (5) 

where ]1,0[∈δ . 

ii. Combine the previously selected s sets 
)( )1(n

jkSI
 by the follow-

ing expression: 

)()()( )1()1(
1

)1( n
js

n
j

n
j SISIRI ××= …

                                 (6) 

iii. Extract 2-linguistic rules, which are the expansion of the bad 1-

linguistic rule )1(n
jR . This task is performed by the LRG-

method, which takes )( )1(n
jRI  and the set of examples 

)( )1(n
jRX  as its parameters: 

},,{

))(),(()(
1)1(21)1(2

)1()1()1(

1

−⋅−⋅=

=−=
n

j
n

j

n
j

n
j

n
j

L
RR

RXRImethodLRGRCLR

…
              (7) 

with )( )1(n
jRCLR  being the image of the expanded linguistic 

rule )1(n
jR , i.e., the candidates to be in the HRB from rule 

)1(n
jR . 

Step 2. Summarization. Obtain a Joined set of Candidate Linguistic Rules 
(JCLR), performing the union of the group of the new generated 2-linguistic rules 
and the former good performance 1-linguistic rules: 

1)1()1(1 )),(( bad
n
j

n
jjgood RBRRCLRRBJCLR ∈= ∪∪ . 

Example: In the following, we show an example of the whole expansion process. 
Let us consider 3)1( =n and the following linguistic partitions: 
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},,{)3,1()3,1()3,1( 333

21
LMSDBDBDB yxx === , 

},,,,{)5,2()5,2()5,2( 55555

21
VLLMSVSDBDBDB yxx === , 

where S  stands for Small, M  for Medium, L  for large, and V  for Very. Let us 
consider the following bad performance 1-linguistic rule to be expanded (see Fig. 2): 

3
iR : IF 1x  is 3

1iS  and 2x  is 3
2iS  THEN y  is 3

iB  

where the linguistic terms are, 33
1 SSi = , 33

2 SSi = , 33 SBi = , and the resulting 

sets I  with 5.0=δ  are: 

)5,2()()(},,{)(},,{)( 3553
2

553
1 yiii DFBISVSSISVSSI ⊆⋅===  

)()()()( 33
2

3
1

3
iiii BISISIRI ××= . 

 

Fig. 2 Example of the HRB Generation Process. 
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Therefore, it is possible to obtain at most four 2-linguistic rules generated by 

the LRG-method from the expanded 3
iR : 

},,,{)),(( 5
4

5
3

5
2

5
1

3
iiiiii RRRRERILRG =  

This example is graphically showed in Fig. 2. In the same way, other bad  
performance neighbor rules could be expanded simultaneously. 
 

Step 3. HRB Selection. Simplify the set JCLR by removing the unnecessary rules 
from it and generating an HRB with good cooperation. In JCLR –where rules of 
different hierarchical layers coexist–, it may happen that a complete set of 2-
linguistic rules which replaces an expanded 1-linguistic rule does not produce 
good results. However, a subset of this set of 2-linguistic rules may work properly. 
A genetic process is considered to put this task into effect, which is explained on 
detail in the next subsection. 

)(Pr JCLRocessSelectionHRB =  

After applying this algorithm, the HKB is obtained as: 

HRBHDBHKB +=  

3.2   Linguistic Modeling with Hierarchical Systems of Weighted 
Linguistic Rules 

In (Alcalá et al, 2003), Alcalá et al. proposed the hybridization of the hierarchical 
scheme with the use of rule weights by extending the two-level HSLR-LM pro-
posed in (Cordón et al, 2002). The resulting Hierarchical System of Weighted 
Linguistic Rules (HSWLR), presents a model structure which is extended by per-
mitting the use of weighted hierarchical linguistic rules. Besides, the summariza-
tion component –which has the aim of selecting the subset of rules best cooperat-
ing among the rules generated to obtain the final HKB– was modified by allowing 
it to jointly perform the rule selection and the rule weight derivation. A GA  
(Michalewicz, 1996) performing the rule selection together with the derivation of 
rule weights was developed for this task.  

Hence, this extended methodology was intended as a meta-method over any 
other LRG-method, developed to improve simple linguistic fuzzy models by only 
reinforcing the modeling of those problem subspaces with more difficulties  
whereas the use of rule weights improved the way in which they interact. This ex-
tension of the learning methodology was named two-level HSWLR Learning 
Methodology (HSWLR-LM) and consists of two modifications: 

• Modification of the HRB structure and Inference System, in order to consider 
the use of weights, obtaining Weighted HKB s (WHKB s). 

• Modification of the rule selection process (Step 3 of the two-level HSLR-LM 
algorithm), to consider the derivation of rule weights. 
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Weighted Hierarchical Knowledge Base 

In this case, only the rule structure in the HRB has to be modified. The same struc-
ture of the weighted linguistic rules will be used to form the Weighted HRB 
(WHRB) and then the WHKB: 

WHRBHDBWHKB +=  

Therefore, the fuzzy reasoning process must be extended as in the case of 
weighted linguistic rules, considering the matching degree of the rules fired. 

In this way, we can define the WHRB as a whole HRB together with their cor-
responding rule weights: 

t
t

t
t WRBWHKB ∪∪ += . 

with tW  being the set of weights associated to the rules from layer t . We should 
notice that these weights are obtained over the whole HRB (and not over the iso-
lated layers) since they must consider the way in which all the rules interact, i.e., 

the weights considered in the different layers, tW , are interdependent. Therefore, 
they must be jointly derived once the whole HRB is available. 

Algorithm 

The same operation mode of the two-level HSLR-LM algorithm will be followed 
to generate linguistic fuzzy models with this new structure, but including the 
weight learning. Again, the Wang and Mendel's algorithm (Wang and Mendel, 
1992) was considered as LRG-method to obtain simple linguistic fuzzy models, 
although any other technique could be used. Therefore, the main steps of the ex-
tended algorithm are the following ones: 

 
HIERARCHICAL KNOWLEDGE BASE GENERATION PROCESS 
Step 0. ))1(,1( nRB  Generation Process 

Step 1. )1)1(2,2( −⋅ nRB  Generation Process 

Step 2. Summarization Process → (Extract Repeated (JCLR) + Weights). 
 
HIERARCHICAL RULE BASE GENETIC SELECTION PROCESS 
Step 3. Genetic Weight Derivation and Rule Selection Process 

• Genetic selection of a subset of rules presenting good cooperation. 
• Genetic derivation of the weights associated to these rules. 

 
Fig. 3 presents the flowchart of this algorithm. Specifically, at Step 3 of the 

two-level HSWLR-LM, a GA with double coding scheme ( 21 CCC += ) was 

employed for both rule selection and weight derivation. 
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Fig. 3 HSWLR Learning Methodology. 

3.3   An Iterative Methodology for Hierarchical Linguistic 
Modeling 

In the beginning of this section we have introduced a basic approach to develop 
hierarchical models from a limited HKB focused on interpretability: the HSLRs of 
two levels (Cordón et al, 2002). In (Cordón et al, 2003), Cordón et al. extended the 
former model structure, i.e., the HKB, and proposed an iterative HSLR learning 
methodology to learn it from examples. As the name suggests, this methodology 
iteratively selects bad performance linguistic rules, which need more specificity, 
and expands them locally through different granularity levels. This fact produces a 
wide spectrum of solutions—from high interpretable to high accurate, and tradeoff 
solutions—and avoids typical drawbacks of prototype-based linguistic rule gen-
eration methods (LRG-methods). 

The iterative HSLR-LM was developed as a parametrised methodology. The 
factor of expansion controls the level of bad performance that a rule should have 
to be expanded into more specific ones. Thus, a low factor implies a small expan-
sion, a smaller number of rules, and a more interpretable model. In this sense, the 
basic approach (Cordón et al, 2002) is a special case which makes use of this pa-
rameter to obtain interpretable hierarchical models. Another parameter to be con-
sidered is the iteration of the algorithm. It is used to control the granularity level 
that more specific hierarchical rules, which replace those ones with bad perform-
ance, should have (see Fig. 4). 
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Fig. 4 Algorithm of the iterative HSLR-LM design process. 

As the reader may have already noticed, the main change in the structure of the 
algorithm presented in the beginning of this section is the enabling of having sev-
eral granularity levels and therefore to iterate steps 1 to 3 several times depending 
on a parameter k . According to this, it performs gradual and local-oriented  
refinements on problem subspaces that are badly modeled by previous models 
rather than in the whole problem domain. Furthermore, it integrates the improved 
local behavior with the whole model by summarization processes which ensure a 
good global performance. 

4   On the Use of Hierarchical Fuzzy Rule Based Classification 
Systems on Imbalanced Data-Sets 

In this section we will address a new and interesting problem, named as classifica-
tion with imbalanced data-sets (He and Garcia, 2009; Sun et al, 2009) which  
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consists in learning from highly skewed data, in general terms. Indeed, this prob-
lem has been recently identified as one of the hot topics in data mining (Yang and 
Wu, 2006) and therefore we must emphasise its significance and guide our efforts 
in dealing with this type of applications. 

Regarding linguistic fuzzy systems, in a previous study of some of the authors 
we have shown the goodness of this type of models to deal with imbalanced data-
sets (Fernández et al, 2008). In this section we will introduce a solution we have 
provided to improve the accuracy of Fuzzy Rule Based Classification Systems 
(FRBCS) in this framework (Fernández et al, 2009). Specifically we proposed a 
hierarchical environment, by means of the HSLR-LM described in the previous 
section, by increasing the granularity of the fuzzy partitions on the boundary areas 
between the classes, in order to obtain a better separability. 

In order to do so, we will first introduce in this section the scenario of classifi-
cation with imbalanced data-sets, that is, its main features and how to deal with 
this problem. Then, we will describe how to adapt the HSLR-LM to this specific 
framework. 

4.1   An Introduction to Classification with Imbalance Data-Sets 

Learning from imbalanced data is an important topic that has recently appeared in 
the Machine Learning community (Chawla et al, 2004; He and Garcia, 2009; Sun 
et al, 2009). This problem is very representative since it appears in a variety of 
real-world applications including, but not limited to, medical applications, finance, 
telecommunications, biology and so on. 

In this framework, the class distribution is not uniform, resulting on a high 
number of examples belonging to one or more classes and a few from the rest. The 
minority classes are usually associated to the most interesting concepts from the 
point of view of learning and, due to that fact, the cost derived from a misclassifi-
cation of one of the examples of these classes is higher than that of the majority 
classes. In this work we will focus on binary problems where there is just one pos-
itive and negative class. 

Standard classifier algorithms usually have a bias towards the majority class, 
since the rules which predict the higher numbers of examples are positively 
weighted during the learning process in favour of the standard accuracy rate met-
ric, which does not take into account the class distribution of the data. Conse-
quently, the instances belonging to the minority class are misclassified more often 
than those belonging to the majority class. 

Another important issue of this problem are the small disjuncts that can be 
found in the data set (Weiss and Provost, 2003) and the difficulty of most learning 
algorithms in detecting these areas (Orriols-Puig et al, 2009; Orriols-Puig and 
Bernadó-Mansilla, 2009). In fact, learning algorithms try to benefit those models 
with a higher degree of coverage and these small disjuncts imply the application 
of very specific models which are discarded in favour or more general ones. 

Furthermore, another handicap of imbalanced data sets, which is related to the 
apparition of small disjuncts, is the overlapping between the examples of the posi-
tive and the negative class (García et al, 2008), in which the minority class  
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examples can be simply treated as noise and ignored by the learning algorithm. 
These phenomena are depicted in Figure 5.a and 5.b respectively.  

 

Fig. 5 Example of the imbalance between classes: a) small disjuncts b) overlapping  
between classes 

A large number of approaches have previously been proposed for dealing with 
the class-imbalance problem. These approaches can be categorised into two 
groups: the internal approaches which create new algorithms or modify existing 
ones to take the class-imbalance problem into consideration (Barandela et al, 
2003; Wu and Chang, 2005; Xu et al, 2007) and the external approaches which 
pre-process the data in order to diminish the effects of their class imbalance (Ba-
tista et al, 2004; Estabrooks et al, 2004). Furthermore, cost-sensitive learning solu-
tions incorporating both the data and algorithmic level approaches assume higher 
misclassification costs with samples in the minority class and seek to minimise the 
high cost errors (Domingos, 1999; Zhou and Liu, 2006; Sun et al, 2007). 

The great advantage of the external approaches is that they are more versatile, 
since their use is independent of the classifier selected. Furthermore, we may pre-
process all data sets beforehand in order to use them to train different classifiers. 
In this manner, the computation time needed to prepare the data is lower. 

Specifically, in the framework of fuzzy classification we analyzed the coopera-
tion of some preprocessing methods with FRBCSs (Fernández et al, 2008), show-
ing a good behaviour for the oversampling methods, especially in the case of the 
SMOTE methodology (Chawla et al, 2002). 

4.2   Adaptation of the Hierarchical Learning Process for 
Imbalanced Data 

As we stated previously, the framework of imbalanced data-sets requires some 
specific adaptations for the algorithms in order to obtain a good performance for 
both classes. In the remaining of this section we will first introduce the type of 
rules, rule weights and inference model used for standard classification tasks. 
Next, we will highlight the main changes carried out in the hierarchical learning 
process for its application to imbalanced problems.  
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Fuzzy Rule Based Classification Systems 

Any classification problem consists of m  training patterns ),,( 1 pnpp xxx …= , 

mp ,,2,1 …=  from M  classes where pix  is the i th attribute value 

( ni ,,2,1 …= ) of the p -th training pattern.  

In this work we use fuzzy rules of the following form for our FRBCSs: 

Rule jR : If 1x  is 1jA  and …  and nx  is jnA  then Class = jC  with jRW (8) 

where jR  is the label of the j th rule, ),,( 1 nxxx …=  is an n-dimensional  

pattern vector, jiA  is an antecedent fuzzy set (we use triangular membership 

functions), jC  is a class label, and jRW  is the rule weight. 

In the specialised literature rule weights have been used in order to improve the 
performance of FRBCSs (Ishibuchi and Nakashima, 2001). For the framework of 
imbalanced data-sets and following the conclusions extracted in (Fernández et al, 
2008), as heuristic method for the rule weight the Penalised Certainty Factor 
(Ishibuchi and Yamamoto, 2006) was employed: 
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The Fuzzy Reasoning Method of the winning rule (classical approach) (Cordón et 
al, 1999) was used for classifying new patterns by the RB. The single winner rule 

wR  is determined for a new pattern ),,( 1 pnpp xxx …=  as  

LjXxRWxRWx pjpjwpw …1,};)(max{)( =∈⋅=⋅ μμ
           (10) 

The new pattern px  is classified as Class wC  , which is the consequent class of 

the winner rule wR  . If multiple fuzzy rules have the same maximum value but 

different consequent classes for the new pattern px  in the previous equation, the 

classification of px  is rejected. The classification is also rejected if no fuzzy rule 

is compatible with the new pattern px . 

Two-Level Learning Method for Building HFRBCSs in Imbalanced Domains 

The main scheme of the two-level HSLR-LM was maintained in this case, follow-
ing exactly the same steps. In this case, as LRG-method the Chi et al. (Chi et al, 
1996) approach must be considered for building a FRBCS.  
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The main change refers to the measures of error are used in the algorithm used 
both to evaluate the complete RB and to determine if an individual rule is ex-
panded. Their expressions are defined below: 

1. Global measure. We will employ the accuracy per class, computed as: 

||

|)}(),(/{|
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=

            (11) 

where || ⋅  is the number of patterns, with iX  being the subset of examples of the 

i -th class ( Mi …1∈ ), ),( RBxFRM p  is the output class computed following 

the fuzzy reasoning process using the current RB  and )( pxClass  is the class 

label for example px . 

2. Local measure. The accuracy for a simple rule, )1(n
jR , calculated over X , is 

showed as follows: 
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where )(⋅Class  is a function that provides the class label for a pattern, or for a 

rule. We must note that )( )1(n
jRX +  and )( )1(n

jRX  only include those examples 

that the rule actually classifies, because we are using as Fuzzy Reasoning Method 
the winning rule approach. 

Additionally, another significant modification must be developed in the HRB 
genetic selection. Specifically, during the chromosome evaluation the fitness func-
tion must be in accordance with the framework of imbalanced data-sets and there-
fore the geometric mean of the true rates (Barandela et al, 2003) was used. This 
metric defined as: 

TNFP
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FNTP

TP
GM

+
⋅

+
=

                                        
(15) 

where TP  and TN  are the true rate for the positive and negative instances and 

FP  and FN  the rate for the false positives and negatives respectively. This met-
ric attempts to maximise the accuracy of each one of the two classes with a good 
balance, being a performance metric that links both objectives. 
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5   Case of Study: Hierarchical Fuzzy Rule Based Classification 
Systems for Imbalanced Data-Sets 

In the previous part of this work we have introduced the problem of imbalanced 
data-sets and the solution proposed to increase the performance of linguistic 
FRBCSs by means of the use of the HSLR-LM adapted for imbalanced problems 
(Fernández et al, 2009). Now, this section has the aim of presenting a case of 
study in which we show the goodness of the proposed methodology in contrast 
with other well-known fuzzy approaches and with C4.5 (Quinlan, 1993).  

According to this, we will first introduce the configuration of the two-level 
learning method, determining all the parameters used in this experimental study 
and the selected benchmark data-sets. Next, we will present the statistical tests 
used in all our analysis. Finally, we will analyze the results of the HFRBCS when 
applied to imbalanced data-sets globally, and considering two different degrees of 
imbalance. This last part of the study is divided into two sections: 

• A comparative study is carried out between the HFRBCS model and other 
fuzzy learning methodologies, including Chi et al.'s (Chi et al, 1996) and Ishi-
buchi et al.'s (Ishibuchi and Yamamoto, 2005) rule learning algorithms, and 
an approach proposed by Xu et al. for imbalanced data-sets, called  
E-Algorithm (Xu et al, 2007). 

• The performance of the HFRBCSs is compared against the well-known C4.5 
algorithm (Quinlan, 1993) as a well-known classifier that has been widely 
used for this type of problems (Batista et al, 2004; Estabrooks et al, 2004; Or-
riols-Puig et al, 2009; Su et al, 2006; Su and Hsiao, 2007; Sun et al, 2007). 

5.1   Experimental Set-Up: Parameters and Data-Sets 

In our former studies (Fernández et al, 2008) we selected as a good FRBCS model 
the use of the product T-norm as conjunction operator, together with the Penalised 
Certainty Factor (Ishibuchi and Yamamoto, 2005) approach for the rule weight 
and Fuzzy Reasoning Method of the winning rule. This configuration will be  
employed for all the FRBCSs used in this work, including Chi et al.'s method, 
Ishibuchi et al.'s approach and E-Algorithm. 

After several trials, we selected the following values for the parameters in the 
learning method for building HFRBCSs: 

• Rule Generation: 
o )1(, +tnδ -linguistic partition} terms selector: 0.1 

o α , used to decide the expansion of the rule: 0.2 
• GA Selection: 

o Number of evaluations: 10,000 
o Population length: 61 

In order to reduce the effect of imbalance, we will employ the SMOTE preproc-
essing method (Chawla et al, 2002) for our experiments, consider only the  
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1-nearest neighbour to generate the synthetic samples (using the euclidean dis-
tance), and we balance the training data to the 50% class distribution. The  
E-Algorithm is always applied without preprocessing. 

For Ishibuchi et al.'s rule generation method and E-Algorithm, only rules with 
three or less antecedent attributes are generated. Furthermore we have restricted 
the number of fuzzy rules in the RB to 30 for each class, using as selection meas-
ure the product of support and confidence. This configuration is the one indicated 
by the authors in (Ishibuchi and Yamamoto, 2005; Xu et al, 2007). 

Table 2 Summary Description for imbalanced data-sets. 

Data-set #Ex. #Atts. Class(min.,maj.) %Class(min.; 
maj.) 

IR 

Data-sets with Low Imbalance (IR 1.5 to 9) 

Glass1 214 9 
(build-win-non\_float-
proc;remainder) (35.51, 64.49) 1.82 

Ecoli0vs1 220 7 (im;cp) (35.00, 65.00) 1.86 

Wisconsin 683 9 (malignant;benign) (35.00, 65.00) 1.86 

Pima 768 8 
(tested-positive;tested-
negative) (34.84, 66.16) 1.90 

Iris0 150 4 (Iris-Setosa;remainder) (33.33, 66.67) 2.00 

Glass0 214 9 
(build-win-float-
proc;remainder) (32.71, 67.29) 2.06 

Yeast1 1484 8 (nuc;remainder) (28.91, 71.09) 2.46 

Vehicle1 846 18 (Saab;remainder) (28.37, 71.63) 2.52 

Vehicle2 846 18 (Bus;remainder) (28.37, 71.63) 2.52 

Vehicle3 846 18 (Opel;remainder) (28.37, 71.63) 2.52 

Haberman 306 3 (Die;Survive) (27.42, 73.58) 2.68 

Glass0123vs456 214 9 
(non-
windowglass;remainder) (23.83, 76.17) 3.19 

Vehicle0 846 18 (Van;remainder) (23.64, 76.36) 3.23 

Ecoli1 336 7 (im;remainder) (22.92, 77.08) 3.36 

New-thyroid2 215 5 (hypo;remainder) (16.89, 83.11) 4.92 

New-thyroid1 215 5 (hyper;remainder) (16.28, 83.72) 5.14 

Ecoli2 336 7 (pp;remainder) (15.48, 84.52) 5.46 

Segment0 2308 19 (brickface;remainder) (14.26, 85.74) 6.01 

Glass6 214 9 (headlamps;remainder) (13.55, 86.45) 6.38 

Yeast3 1484 8 (me3;remainder) (10.98, 89.02) 8.11 

Ecoli3 336 7 (imU;remainder) (10.88, 89.12) 8.19 

Page-blocks0 5472 10 (remainder;text) (10.23, 89.77) 8.77 

Data-sets with High Imbalance (IR higher than 9) 

Yeast2vs4 514 8 (cyt;me2) (9.92, 90.08) 9.08 

Yeast05679vs4 528 8 (me2;mit,me3,exc,vac,erl) (9.66, 90.34) 9.35 
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Table 2 (Continued) 

Vowel0 988 13 (hid;remainder) (9.01, 90.99) 10.10 

Glass016vs2 192 9 

(ve-win-float-proc;build-
win-float-proc,build-win-
non_float-proc,headlamps) (8.89, 91.11) 10.29 

Glass2 214 9 
(Ve-win-float-
proc;remainder) (8.78, 91.22) 10.39 

Ecoli4 336 7 (om;remainder) (6.74, 93.26) 13.84 

Yeast1vs7 459 8 (vac;nuc) (6.72, 93.28) 13.87 

Shuttle0vs4 1829 9 (RadFlow;Bypass) (6.72, 93.28) 13.87 

Glass4 214 9 (containers;remainder) (6.07, 93.93) 15.47 

Page-
blocks13vs2 472 10 (graphic;horiz.line,picture) (5.93, 94.07) 15.85 

Abalone9vs18 731 8 (18;9) (5.65, 94.25) 16.68 

Glass016vs5 184 9 

(tableware;build-win-
float-proc,build-win-
non_float-proc,headlamps) (4.89, 95.11) 19.44 

Shuttle2vs4 129 9 (FpvOpen;Bypass) (4.65, 95.35) 20.5 

Yeast1458vs7 693 8 (vac;nuc,me2,me3,pox) (4.33, 95.67) 22.10 

Glass5 214 9 (tableware;remainder) (4.20, 95.80) 22.81 

Yeast2vs8 482 8 (pox;cyt) (4.15, 95.85) 23.10 

Yeast4 1484 8 (me2;remainder) (3.43, 96.57) 28.41 

Yeast1289vs7 947 8 (vac;nuc,cyt,pox,erl) (3.17, 96.83) 30.56 

Yeast5 1484 8 (me1;remainder) (2.96, 97.04) 32.78 

Ecoli0137vs26 281 7 (pp,imL;cp,im,imU,imS) (2.49, 97.51) 39.15 

Yeast6 1484 8 (exc;remainder) (2.49, 97.51) 39.15 

Abalone19 4174 8 (19;remainder) (0.77, 99.23) 128.87 

 
The Imbalance Ratio (IR) (Orriols-Puig et al, 2009), defined as the ratio of the 

number of instances of the majority class and the minority class, is used as a thre-
shold to categorise the different imbalanced scenarios: data-sets with a low imbal-
ance when the instances of the positive class are between 10 and 40% of the total 
instances (IR between 1.5 and 9) and data-sets with a high imbalance where there 
are no more than 10% of positive instances in the whole data-set compared to the 
negative ones (IR higher than 9). 

Specifically, we have considered forty-four data sets from UCI repository 
(Asuncion and Newman, 2007) with different IR. Table 2 summarises the data 
employed in this study and shows, for each data set, the number of examples 
(#Ex.), number of attributes (#Atts.), class name of each class (minority and ma-
jority), class attribute distribution and IR. This table is ordered by the IR, from 
low to highly imbalanced data-sets. 
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In order to develop the study, we use a five fold cross validation approach, that 
is, five partitions for training and test sets, 80% for training and 20% for test, 
where the five test data-sets form the whole set. For each data-set we consider the 
average results of the five partitions. 

5.2   Statistical Tests for Evaluation 

In this paper, we use the hypothesis testing techniques to provide statistical  
support to the analysis of the results (García et al, 2009; Sheskin, 2006). Specifi-
cally, we will use non-parametric tests due to the fact that the initial conditions 
that guarantee the reliability of the parametric tests may not be satisfied, causing 
the statistical analysis to lose credibility with these parametric tests (Demšar, 
2006).  

We will use the Wilcoxon signed-rank test (Wilcoxon, 1945) as a non-
parametric statistical procedure for performing pairwise comparisons between two 
algorithms. For multiple comparisons we use the Iman-Davenport test (Sheskin, 
2006) to detect statistical differences among a group of results, and the Holm post-
hoc test (Holm, 1979) in order to find which algorithms are distinctive among a 

n×1  comparison. 
The post-hoc procedure allows us to know whether a hypothesis of comparison 

of means could be rejected at a specified level of significance α . However, it is 
very interesting to compute the p -value associated to each comparison, which 

represents the lowest level of significance of a hypothesis that results in a rejec-
tion. In this manner, we can know whether two algorithms are significantly differ-
ent and how different they are. 

Furthermore, we consider the average ranking of the algorithms in order to 
show graphically how good a method is with respect to its partners. This ranking 
is obtained by assigning a position to each algorithm depending on its perform-
ance for each data set. The algorithm which achieves the best accuracy on a spe-
cific data set will have the first ranking (value 1); then, the algorithm with the  
second best accuracy is assigned rank 2, and so forth. This task is carried out for 
all data sets and finally an average ranking is computed as the mean value of all 
rankings. 

These tests are suggested in the studies presented in (Demšar, 2006; García and 
Herrera, 2008; García et al, 2009, 2010), where their use in the field of Machine 
Learning is highly recommended. For a wider description of the use of these tests, 
any interested reader can find additional information on the Website 
http://sci2s.ugr.es/sicidm/, together with the software for their application. 

5.3   Experimental Study 

In this part of the study we will focus on determining whether the HFRBCS is  
robust in the framework of imbalanced data-sets and if it improves the perform-
ance of other FRBCSs approaches and the well known C4.5 algorithm. Following  
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this idea, Table 3 shows the results for the test partitions for each FRBCS method 
with its associated standard deviation. Specifically, by columns we include the Chi 
et al.'s method with 3 and 5 labels (Chi-3 and Chi-5), the Ishibuchi et al.'s method 
(Ishibuchi05), the E-Algorithm and the HFRBCS. Additionally, we include the re-
sults for the C4.5 decision tree. This table is divided by the IR, on the one hand 
data-sets with low imbalance and, on the other hand, data-sets with high imbal-
ance. The best global result for test is stressed in boldface in each case. 

Table 3 Detailed table of results for FRBCSs in imbalanced data-sets. Only test results are 
shown. 
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Table 3 (Continued) 
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This study is divided into two parts. First, we will analyze the results globally 
for all imbalanced data-sets and then, we will study the two imbalance scenarios 
defined in this paper. Furthermore, our aim is to test the HFRBCS against the 
FRBCSs approaches and C4.5 separately. 

Global Analysis of the Hierarchical Fuzzy Rule Based Classification System 

First of all, we will study the performance of the HFRBCS with the remaining 
FRBCSs approaches. In order to compare the results, we will use a multiple com-
parison test to find the best approach in this case, considering the results in the test 

partitions ( TstGM ). The results of Iman-Davenport tests informs us of the rejec-

tion of the null hypothesis of equality of means (p-value near to zero), telling us of 
the existence of significant differences among the observed results in all data-sets. 
Next, Table 4 shows the rankings of the 5 algorithms considered. 

Now, we apply a Holm test to compare the best ranking method (HFRBCS) 
with the remaining fuzzy methods. The result of this test is shown in Table 5, in 
which the algorithms are ordered with respect to the z  value obtained. Thus, by 
using the normal distribution, we can obtain the corresponding p -value associ-

ated with each comparison and this can be compared with the associated iα  in 

the same row of the table to show whether the associated hypothesis of equal  
behaviour is rejected in favour of the best ranking algorithm or not. 
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Table 4 Rankings obtained through a Friedman test for FRBCSs in all imbalance data-sets. 

Algorithm Ranking 

HFRBCS 2.09091 

Chi-5 2.77273 

Chi-3 3.00000 

Ishibuchi05 3.02273 

E-Algorithm 4.11364 

Table 5 Holm test Table for FRBCSs in all imbalanced data-sets. HFRBCS is the control 
method. 

i  algorithm z  p  iα  Hypothesis 

4 E-Algorithm 6.00038 1.96858E-9 0.01250 Rejected for HFRBCS 

3 Ishibuchi05 2.76422 0.00576 0.01667 Rejected for HFRBCS 

2 Chi-3 2.69680 0.00700 0.02500 Rejected for HFRBCS 

1 Chi-5 2.02260 0.04311 0.05000 Rejected for HFRBCS 
 

Therefore, analyzing the results presented in Table 3 and the statistical study 
shown in Tables 4 and 5 we conclude that our model is a solid FRBCS approach 
to deal with imbalanced data-sets, as it has shown to be the best performing algo-
rithm when comparing with the remaining fuzzy rule learning methods applied in 
this study. 

Finally, we use a Wilcoxon test for the comparison with the C4.5 algorithm, 
which is shown in Table 6. We can observe that our proposal achieves a higher 
ranking, but this is not enough to reject the null hypothesis. We may conclude that 
both approaches have a similar performance when treating all imbalanced data-
sets as a whole, without taking into account the IR. 

Table 6 Wilcoxon test to compare the HFRBCS against C4.5 in all imbalanced data-sets. 
R+ corresponds to HFRBCS and R- to C4.5. 

Comparison R+ R- Hypothesis (α =0.05) p-value 

HFRBCS vs. C4.5 589 401 Not Rejected 0.273 

Analysis of the Hierarchical Fuzzy Rule Based Classification System 
According to the Imbalance Ratio 

In the final part of our study, we will analyze the behaviour of our hierarchical  
approach in each imbalanced scenario. Table 7 shows, by columns, the geometric 
mean in training and test of the different algorithms considered, for the two types 
of data-sets, that is, low and high imbalance (IR lower than 9 and higher than 9 re-
spectively). The last column corresponds to the global results. Reader can refer to 
Table 3, presented in the previous part of this study, where we show the detailed 
results in each data-set. 
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Table 7 Results table for FRBCSs for the different degrees of imbalance 

± ± ± ± ± ±

± ± ± ± ± ±

± ± ± ± ± ±

± ± ± ± ± ±

± ± ± ±±±± ± ±±±±
± ±±±± ± ± ± ±  

The main conclusion extracted from this table is that our HFRBCS is very  
robust in both imbalanced scenarios considered, as it obtains very competitive  
results independently of the IR. Next, we will analyze the results in each case, for 
data-sets with low and high imbalance. As we did in the previous section, we will 
compare the HFRBCS with the FRBCSs and with the C4.5 decision tree  
separately. 

• Data-sets with low imbalance: This study is shown in Tables 9 and 10. First, 
we check for statistical differences an Iman-Davenport tests obtaining a p-
value of 2.98974E-5. Table 9 shows the ranking for the algorithms and Table 
8 contains a Holm test, which shows that the HFRBCS is better in perform-
ance than the remaining FRBCS unless the Chi et al.'s method with 5 labels. 

Table 8 Rankings obtained through a Friedman test for FRBCSs in data-sets with low  
imbalance. 

Algorithm Ranking 

HFRBCS 1.97727 

Chi-5 2.63636 

Chi-3 3.06818 

Ishibuchi05 3.11364 

E-Algorithm 4.20454 

Table 9 Holm test table for FRBCSs in data-sets with low imbalance. HFRBCS is the con-
trol method. 

i  algorithm z  p  iα  Hypothesis 

4 E-Algorithm 4.67197 2.98329E-6 0.01250 Rejected for HFRBCS 

3 Ishibuchi05 2.38366 0.01714 0.01667 Rejected for HFRBCS 

2 Chi-3 2.28831 0.02212 0.02500 Rejected for HFRBCS 

1 Chi-5 1.38252 0.16681 0.05000 Not Rejected 
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Now, we will compare the performance achieved by our proposal with 
C4.5 in low imbalanced data-sets by means of a Wilcoxon test, which is 
shown in Table 10. Furthermore, we compare the HFRBCS with the Chi 
et al.'s approach with 5 labels in order to check if we find differences  
between both algorithms. 

Table 10 Wilcoxon test to compare the HFRBCS against Chi-5 and C4.5 in data-set with 
low imbalance. R+ corresponds to HFRBCS and R- to Chi-5 and C4.5 in each case. 

Comparison R+ R- Hypothesis (α =0.05) p-value 

HFRBCS vs. Chi-5 219 34 Rejected for HFRBCS 0.003 

HFRBCS vs. C4.5 84 169 Not Rejected 0.168 

The main conclusion after this study is that the HFRBCS is better than the 
rest of the FRBCS methods. It outperforms the base Chi LRG-method, the 
Ishibuchi et al.'s approach and the E-Algorithm. When compared with C4.5, 
there are no statistical differences in this imbalance scenario. 

• Data-sets with high imbalance: This part of the study is very important, 
since it includes the data-sets with a higher degree of imbalance. In this 
manner, we can analyze how the imbalance actually affects the different 
methods employed in this study. For this purpose, we use a Iman-Daverport 
test in order to find statistical differences obtaining a p-value of 0.00330. 
Next, Table 11 shows the ranking for the FRBCS algorithms, in which our 
HFRBCS proposal is the first one. Finally, we perform a Holm test, which is 
shown in Table 12, where we can only conclude that the HFRBCS is better 
than the E-Algorithm in data-sets with high imbalance. 

Table 11 Rankings obtained through a Friedman test for FRBCSs in data-sets with high 
imbalance. 

Algorithm Ranking 

HFRBCS 2.20454 

Chi-5 2.90909 

Chi-3 2.93182 

Ishibuchi05 2.93182 

E-Algorithm 4.02273 

Table 12 Holm test table for FRBCSs in data-sets with high imbalance. HFRBCS is the 
control method. 

i  algorithm z  p  iα  Hypothesis 

4 E-Algorithm 3.81385 1.36818E-4 0.01250 Rejected for HFRBCS 

3 Ishibuchi05 1.52554 0.12712 0.01667 Not Rejected 

2 Chi-3 1.52554 0.12712 0.02500 Not Rejected 

1 Chi-5 1.47787 0.13944 0.05000 Not Rejected 
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A Wilcoxon test (Table 13) will help us to make a pairwise comparison 
between our proposal and the remaining algorithms, including C4.5 in 
this case. Now, we detect differences between the HFRBCS and the Chi 
et al.'s method with 5 labels per variable, but it remains statistically simi-
lar to the Ishibuchi et al.'s algorithm and the Chi et al.'s method with 3  
labels. Nevertheless, watching the results for the comparison with C4.5 
we see that the null hypothesis is rejected in favour of our HFRBCS  
proposal. 

Table 13 Wilcoxon test to compare the HFRBCS against the remaining FRBCS approaches 
and C4.5 in data-set with high imbalance. R+ corresponds to HFRBCS and R- to the  
remaining algorithms in each case. 

Comparison R+ R- Hypothesis (α =0.05) p-value 

HFRBCS vs. C4.5 192 61 Rejected for HFRBCS 0.033 
 

According to these results, we must emphasise the good behaviour 
achieved in highly imbalanced data-sets by the all fuzzy models studied 
here, particularly for our proposal. Furthermore, we can determine that it 
is very competitive, since it outperforms C4.5 algorithm in this type of 
data-sets, with a p-value of 0.033. 

6   Concluding Remarks 

In this work, we have presented a wide overview on hierarchical linguistic fuzzy 
systems, describing the main features of this type of systems, the learning meth-
odology proposed to build such a model and the extensions developed in the  
literature.  

The main aim of this hierarchical approach is to obtain a good balance among 
different granularity levels, applying a higher granularity in the areas where the 
RB has a bad performance in order to obtain a better coverage of that area of the 
space of solutions, and a lower granularity that provides a good generalization. 

Regarding the interpretability-accuracy tradeoff of this methodology, we have 
stated that it is not always true that a set of rules with a higher granularity level 
performs a more accurate modeling of a problem than another with a lower one. 
The relationship between accuracy and interpretability does not only depend on 
granularity and specificity, but also on other factors, for example, rule weights, 
flexible rule consequents, and moreover, compasity of and cooperation policies 
between the rules. 

As a case of study, we have shown the improvement obtained by applying this 
methodology in the framework of imbalanced data-sets. Specifically, the classifi-
cation accuracy of the base FRBCS is enhanced in the overlapping areas between 
the minority and majority classes by combining both the fine and thick granular-
ity. In the experimental study, we have shown statistically that our proposal  
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performs better than well known FRBCSs approaches and that clearly outperforms 
the C4.5 decision tree, generally for all data-sets and particularly in data-sets with 
high imbalance. 
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